Introduction

What is RNA secondary structure?

RNA secondary structure is similar to an alignment of protein and nucleic acid sequences, except that the sequence folds back on itself and “complementary bases” pair rather than identical or similar bases. Also, an alignment of 2 or more bio-sequences is a statement about an inferred evolutionary history. In contrast, an RNA secondary structure is a simplification of a complex 3 dimensional folding of a biopolymer. (It should be noted here that an alignment of protein sequences also has structural implications, since the aligned residues should be superimposable in 3 dimensions.)

An RNA molecule is composed of 4 types of (ribo)nucleotides. Each nucleotide contains a phosphate group, a sugar group (ribose) and a base. The polymer is formed by the linkage of the phosphate groups. The non-planar 5 member ribose ring connects the phosphate to the base. Finally, the bases are connected to the ribose group. Only the bases differ. The 4 different bases, adenine (A), cytosine (C), guanine (G) and uracil (U) are illustrated below.

The complementary bases, C-G and A-U form stable “base pairs” with each other through the creation of hydrogen bonds between donor and acceptor sites on the bases. These are called “Watson-Crick (W-C)” base pairs. In addition, we consider the weaker G-U “wobble pair”, where the bases bond in a skewed fashion. All of these are called “canonical base pairs”. Other base pairs occur, some of which are stable. They are called non-canonical base pairs.

The “secondary structure” of an RNA molecule is the collection of base pairs that occur in its 3 dimensional structure. An RNA sequence will be represented as

$$R = r_1, r_2, r_3, \ldots, r_n,$$

where $r_i$ is called the $i^{th}$ (ribo)nucleotide. Each $r_i$ belongs to the set \{A, C, G, U\}. We will refer to $i$ as the $i^{th}$ base of the sequence. A secondary structure, or folding, on $R$ is a set $S$ of ordered pairs, written as $i.j$, $1 \leq i < j \leq n$ satisfying:

1. $j - i > 3$

2. If $i.j$ and $i'.j'$ are 2 base pairs, (assuming without loss in generality that $i \leq i'$), then either:

   (a) $i = i'$ and $j = j'$ (they are the same base pair),

   (b) $i < j < i' < j'$ ($i.j$ precedes $i'.j'$), or
Figure 1: The four unmodified RNA bases.
(c) $i < i' < j' < j$ ($i,j$ includes $i',j'$).

The last condition excludes “pseudoknots”. These occur when 2 base pairs, $i,j$ and $i',j'$ satisfy $i < i' < j < j'$. Pseudoknots are excluded because energy minimizing methods cannot deal with them. It is not known how to assign energies to the loops created by pseudoknots and dynamic programming methods that compute minimum energy structures break down. For this reason, pseudoknots are often considered as belonging to tertiary structure. However, pseudoknots are real and important structural features. Covariance methods are able to predict them from aligned, homologous RNA sequences. Featured in Figure 2 is a small pseudoknot model.

The RNA component of this course deals with structure prediction from sequence data. There are 2 routes. The first attempts structure prediction of single sequences based on minimizing the free energy of a folding. The second computes common foldings for a family of aligned, homologous RNAs. Usually, the alignment and secondary structure inference must be performed simultaneously, or at least iteratively.

Display of RNA Secondary Structures

Figure 3 represents the usual display of an RNA secondary structure. In this case, it is a computer prediction for the RNA component of *Bacillus subtilis* RNase P. The nucleotides are laid out in such a way that paired bases are proximal. In this representation, W-C pairs are denoted by “-” and GU pairs by “•”. A group of at least 2 consecutive base pairs is called a helix. A helix of $k$ base pairs contains $k - 1$ stacking interactions. We assign energies to these between base pair regions, although the energies contain terms from both hydrogen bonding and base pair stacking.

The open regions surrounded by single stranded bases are called loops. Various types of loops are illustrated in the figure. A more formal definition is given below.

Figure 4 represents the same *B. subtilis* folding. The nucleotides are stretched out uniformly along the circumference of a circle and the base pairs are represented by circular arcs that link paired bases and meet the circle at right angles. In this representation, a structure is free of pseudoknots if, and only if, no 2 base pair arcs intersect.

The triangular image in Figure 6 is referred to as an RNA structure dot plot. A dot is placed in the $i^{th}$ row and $j^{th}$ column of a triangular array to represent the base pair $i,j$. This figure once more represents the same *B. subtilis* folding. Many RNA secondary structures may be superimposed on a single dot plot, and this fact makes them useful for comparative analyses. Figures 7, 8 and 9 give some details on how secondary structure looks in dot plot format.

RNA Folding by Energy Minimization

Base pair dependent energy rules.

The quickest and easiest route to RNA structure prediction is through the use of simple energy rules. One way is to assign an energy to each base pair in a secondary structure. That is, there is a function $e$ such that $e(r_i,r_j)$ is the energy of a base pair. The energy, $E(S)$, of the entire structure, is then given by:

$$E(S) = \sum_{i,j \in S} e(r_i,r_j).$$

Reasonable values of $e$ at 37°C are -3, -2 and -1 kcal/mole for GC, AU and GU base pairs, respectively. Unfortunately, such simple minded rules are insufficient to capture the destabilizing effects of various loops, or the nearest neighbor interactions in helices and loops. More sophistication is required.

For base pair dependent energy rules, a particularly simple recursive algorithm is available that computes minimum energy foldings.
Figure 2: A 3D model of a pseudoknot. The 2 helices in this structure are stacked coaxially.

The corresponding secondary structure is:

\[
\begin{align*}
A-C \\
3'- & A-G-G-C-U/ U \\
& U-C-C-G-A-G-G-G \\
& U \\
& C-C-C - 5' \\
& C--U--C/
\end{align*}
\]
Figure 3: A computer predicted folding of *Bacillus subtilis* RNase P RNA.
ENERGY = -85.7  Bacillus subtilis RNase P RNA

Figure 4: A circular representation of the *B. subtilis* folding.
Figure 5: Circular plot for the Pseudoknot structure in Figure 2
Figure 6: Dot plot representation of the *B. subtilis* folding.
No base pairs in this region.

Dot plot example

Simple stem–loop structure.
1. Single helix closed by the base pair \( i.j \). The other base pairs are \((i+1).(j−1) \ldots (i+5).(j−5)\). This helix has 6 base pairs.
2. The last base pair, shown in red, closes a hairpin loop. If \( i’.j’ \) closes a hairpin loop, then there can be no base pairs \( i”.j” \) such that \( i’<i”<j”<j’ \).

Figure 7: An illustration of a helix and hairpin loop in dot plot format.
Interior loop (or bulge)

\(i,j\) and \(i',j'\) close an interior loop if \(i<i'<j'<j\) and \(\max\{i'-i,j-j'\} > 1\). It is a bulge loop if \(\min\{i'-i,j-j'\} = 1\).

The yellow area is empty of base pairs.

Figure 8: An illustration of an interior loop in dot plot format.
**Multi-branch loop example**

Base pair i.j (red dot) closes a multi-branch loop *iff* $k < k' < j$ and both regions shaded in green contain base pairs, and the other shaded region is empty.

Figure 9: An illustration of a multi-branch loop in dot plot format. The division of the main triangle with right angle at $(i + 1), (j - 1)$ into 2 sub-triangles is a minimum requirement. There can be $m - 1$ sub-triangles is the multi-branch loop has $m$ adjacent stems.
Let

\[ E = \min E(S) \]

where \( S \) ranges over all secondary structures. The energy for pairing \( r_i \) with \( r_j \) is given by \( e(i, j) \). Auxiliary numbers \( E_{i,j} \) are computed for all fragments, \( r_i \ldots r_j \) of the RNA.

\[
E_{ij} = \begin{cases} 
0 & \text{for } j - i < 4, \\
\min \{ E_{i+1,j}, E_{i,j-1}, e(i, j) \} & \text{otherwise}
\end{cases}
\]

That is:

- Fragments of length \( \leq 4 \) have 0 folding energy, since they cannot fold. Otherwise,
  - \( r_i \) is unpaired, or
  - \( r_j \) is unpaired, or
  - \( r_i \) and \( r_j \) pair with each other, or
  - \( r_i \) and \( r_j \) both pair, but not with each other. In this case, \( r_i \) pairs with \( r_{k1} \) and \( r_j \) pairs with \( r_{k2} \), where \( i < k1 < k2 < j \). The \( k \) in the recursion can be any integer satisfying \( k1 \leq k < k2 \).

A folding with minimum energy is computed using a traceback algorithm. Start: Set \( i = 1 \) and \( j = n \). Put \( i \) and \( j \) on to the “traceback stack”.

Recursion:

1. If the traceback stack is empty, the traceback terminates. Otherwise, take \( i \) and \( j \) from the traceback stack.

2. If \( E_{i+1,j} = E_{i,j} \), then \( i \) is not paired.
   (a) If \( j - i > 3 \), set \( i = i + 1 \) and continue with 2.
   (b) If \( j - i \leq 3 \), continue with 1.

   Otherwise, continue with 3.

3. If \( E_{i,j-1} = E_{i,j} \), then \( j \) is not paired.
   (a) If \( j - i > 3 \), set \( j = j - 1 \) and continue with 3.
   (b) If \( j - i \leq 3 \), continue with 1.

   Otherwise, continue with 4.

4. If \( E_{i,j} = e(i, j) + E_{i+1,j-1} \), then \( r_i \) pairs with \( r_j \). Add \( i,j \) to the list of base pairs, set \( i = i + 1 \) and \( j = j - 1 \) and continue with 2. Otherwise, continue with 5.

5. If \( E_{i,j} = E_{i,k} + E_{k+1,j} \), for some \( k \in (i, j) \), put the fragment \( k+1 \ldots j \) on to the traceback stack (\( i \) is \( k+1 \) and \( j \) is the current \( j \)) and deal with \( i \ldots k \) by setting \( j = k \) and continue with 2. (Note that some \( k \) must exist if this point is reached.)
Traceback Algorithm for RNA Folding
(base pair rules)

Stack A | Stack B
|        |
|        |

START
Stack A is empty
Stack B contains (1,n) only.

Is Stack B empty?
YES Stop end of traceback
NO

Is \( j-i < 4 \)?
YES Pop (i,j) from Stack B.
NO

\( E_{i+1,j} = E_{i,j} \) ?
YES \( i = i + 1 \)
NO \( E_{i,j-1} = E_{i,j} \) ?
YES \( j = j - 1 \)
NO

Add (i,j) to Stack A
\( i = i + 1, j = j - 1 \)

\( E_{i,j} = e(i,j) + E_{i+1,j-1} \) ?
YES Find k so that \( E_{i,j} = E_{i,k} + E_{k+1,j} \)
Push (k+1,j) onto Stack B
\( j = k \)
Stop with error if no such k exists.
NO

Figure 10: An illustrated traceback chart for RNA folding using base pair dependent energy rules.
Fill and Traceback Example

Given the sequence \( R = \text{GCAGCACCAGGGAAUAGGGGAUACGCGUA} \). The base pair folding energies are \( e(i,j) = -3, -2 \) and -1 for GC (CG), AU (UA) and GU (UG) base pairs, respectively.

The matrix \( E \) is given below. \( E_{i,j} \) appears in row \( i \) and column \( j \) of the triangular array.

|   | A | G | C | A | C | C | A | A | A | G | G | G | A | A | U | A | U | G | G | G | A | U | A | C | G | G | U | A |
| 0 | 0 | -3 | -3 | -3 | -6 | -6 | -6 | -6 | -9 | -12 | -12 | -12 | -14 | -14 | -14 | -14 | -16 | -17 | -17 | -17 | -18 | -18 | -20 | -21 | -24 | -24 | -25 | -25 | G | I |
| 0 | 0 | 0 | 0 | 0 | -3 | -3 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -13 | -16 | -17 | -17 | -17 | -18 | -18 | -20 | -21 | -22 | -24 | -24 | -24 | C | 2 |
| 0 | 0 | 0 | 0 | 0 | -3 | -3 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -13 | -14 | -14 | -14 | -16 | -16 | -18 | -18 | -21 | -21 | -21 | -23 | -23 | A | 3 |
| 0 | 0 | 0 | 0 | 0 | -3 | -3 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -12 | -14 | -14 | -14 | -15 | -15 | -18 | -18 | -21 | -21 | -21 | -22 | -22 | G | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -11 | -14 | -14 | -15 | -15 | -18 | -18 | -20 | -21 | -21 | -21 | -21 | C | 5 |
| 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -11 | -11 | -13 | -13 | -15 | -15 | -17 | -18 | -20 | -21 | -21 | -21 | -22 | -22 | G | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -11 | -11 | -13 | -13 | -15 | -15 | -17 | -18 | -20 | -21 | -21 | -21 | -22 | -22 | G | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -9 | -9 | -9 | -11 | -11 | -11 | -11 | -13 | -13 | -15 | -15 | -17 | -18 | -20 | -21 | -21 | -21 | -22 | -22 | G | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -6 | -6 | -6 | -8 | -10 | -10 | -10 | -12 | -15 | -15 | -15 | -18 | -18 | -20 | -20 | A | 6 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -6 | -6 | -6 | -8 | -10 | -10 | -10 | -12 | -15 | -15 | -15 | -18 | -18 | -18 | -20 | A | 6 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -3 | -6 | -6 | -6 | -6 | -6 | -6 | -9 | -9 | -9 | -12 | -12 | -15 | -15 | -15 | -15 | C | 9 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | -2 | -4 | -4 | -4 | -4 | -6 | -6 | -6 | -9 | -9 | -12 | -12 | -14 | -14 | -14 | -14 | A | 10 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | -2 | -4 | -4 | -4 | -4 | -6 | -6 | -6 | -9 | -9 | -12 | -12 | -14 | -14 | -14 | -14 | A | 11 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | -2 | -3 | -3 | -3 | -3 | -4 | -6 | -6 | -9 | -9 | -12 | -12 | -14 | -14 | -14 | -14 | A | 12 |
| 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | -1 | -2 | -2 | -2 | -2 | -2 | -2 | -5 | -6 | -9 | -9 | -12 | -12 | -13 | -13 | -13 | -13 | G | 13 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | -1 | -2 | -2 | -2 | -2 | -2 | -5 | -6 | -9 | -9 | -12 | -12 | -13 | -13 | -13 | -13 | G | 13 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | -2 | -2 | -2 | -2 | -2 | -2 | -5 | -6 | -9 | -9 | -12 | -12 | -13 | -13 | -13 | -13 | G | 13 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2 | -2 | -2 | -2 | -2 | -2 | -2 | -5 | -6 | -9 | -9 | -12 | -12 | -13 | -13 | -13 | -13 | G | 13 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | A | 16 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | A | 16 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | A | 17 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | U | 18 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | U | 18 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | U | 18 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | U | 18 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | -2 | -4 | -6 | -6 | -6 | -7 | -9 | -11 | U | 18 |

One possible traceback route is:

14
$$E_{1,32} = E_{1,31}$$
$$E_{1,31} = e(1,31) + E_{2,30} \quad \text{Base pair (1,31)}$$
$$E_{2,30} = e(2,30) + E_{3,29} \quad \text{Base pair (2,30)}$$
$$E_{3,29} = E_{4,29}$$
$$E_{4,29} = e(4,29) + E_{5,28} \quad \text{Base pair (5,28)}$$
$$E_{5,28} = e(5,28) + E_{6,27} \quad \text{Base pair (6,27)}$$
$$E_{6,27} = E_{7,27} = E_{7,26}$$

At this point, the “simple” methods to move down or left fail. The structure bifurcates.
$$E_{7,26} = E_{7,15} + E_{16,26}$$

Place (16,26) on the stack. Continue with (7,15)

$$E_{7,15} = e(7,15) + E_{8,14} \quad \text{Base pair (7,15)}$$
$$E_{8,14} = e(8,14) + E_{7,13} \quad \text{Base pair (8,14)}$$
$$E_{9,13} = e(9,13) \quad \text{Base pair (9,13)}.$$

Take (16,26) from the stack.
$$E_{16,26} = E_{17,26} = E_{18,26} \quad \text{Two dangling As.}$$
$$E_{18,26} = e(18,26) + E_{19,26} \quad \text{Base pair (18,26)}$$
$$E_{19,25} = e(19,25) + E_{20,25} \quad \text{Base pair (19,25)}$$
$$E_{20,24} = e(20,24) \quad \text{Base pair (20,24)}$$

The traceback route is:
The structure that was computed is shown in Figure 11. This optimal structure is not unique. Another possibility is:
This would be found by following the “−15”s to position (6,25).

### Loop Dependent Energy Rules

#### What are loops?

**K-LOOP DECOMPOSITION:** If \( i.j \) is a base pair in \( S \) and \( i < k < j \), we say that \( k \) is accessible from \( i.j \) if there is no \( i'.j' \in S \) such that \( i < i' < k < j' < j \). Similarly, we say that the base pair \( k.l \) is accessible if both \( k \) and \( l \) are accessible. The set of \((k-1)\) base pairs and \( k' \) single-stranded bases accessible from \( i.j \) is called the \( k \)-loop closed by \( i.j \). The “null” \( k \)-loop, \( L_0 \) (or \( L_e \)) consists of those single- and double-stranded bases accessible from no base pair. This is usually referred to as the “exterior loop”, and its bases and base pairs are called “free” bases and “free” base pairs, respectively.

Then any secondary structure \( S \) partitions the sequence, \( R \), uniquely into \( k \)-loops \( L_0, L_1, L_2, \ldots, L_m \) where \( m > 0 \iff S \neq \emptyset \). Note that \( m \) is the number of base pairs in the secondary structure. Since each loop is uniquely determined by its closing base pair (except for \( L_0 \)), we can write \( L_{i.j} \) to denote the loop closed by the base pair \( i.j \). We can then write:

\[
R = L_0 \bigcup \left( \bigcup_{i,j \in S} L(i,j) \right)
\]

(3)

This decomposition was first introduced by Sankoff[1]. The present definition follows Zuker and Sankoff[2] and Zuker[3], where the closing base pair is not contained in the \( k \)-loop. \( k \)-loops are also called \( k \)-cycles. \( k' \) is called the size of the \( k \)-loop. Energies are assigned to the \( k \)-loops, and the energy of a structure \( S \) is given by:

\[
E(S) = \sum_{i=0}^{m} e(L_i) = e(L_0) + \left( \sum_{i,j \in S} e(L(i,j)) \right)
\]

(4)

Note that \( e \) is now a function of \( k \)-loops instead of a function of base pairs.

Biochemists had developed their own nomenclature for \( k \)-loops long before any formal definition was given. The various cases and sub-cases are as follows:

1. \( k = 1 \): A 1-loop is called a *hairpin* loop.

2. \( k = 2 \): Let \( i'.j' \) be the base pair accessible from \( i.j \). Then the 2-loop is called a

   (a) *stacked pair* if \( i' - i = 1 \) and \( j - j' = 1 \), a

   (b) *bulge loop* if \( i' - i > 1 \) or \( j - j' > 1 \), but not both, and an

   (c) *interior loop* if both \( i' - i > 1 \) and \( j - j' > 1 \).

3. \( k \geq 3 \): These \( k \)-loops are called *multi-branched* or *multi-loops*. 
Figure 11: Computed folding for the sample sequence.
Figure 12: The loop.dg or loop.TC contains size based free energy increments for hairpin, bulge and interior loops up to size 30. Entries with ‘.’ are undefined.

We introduce some additional notation here, by defining some special cases for \( e \). We let \( e_h(i, j) \) be the free energy of the hairpin loop closed by the base pair \( i,j \). For 2-loops, we let \( e_{bi}(i, j, i', j') \) be the free energy of the bulge or interior loop closed by the 2 base pairs \( i,j \) and \( i', j' \). As a special case \( e_s(i, j) \) is defined to be \( e_{bi}(i, j, i+1, j-1) \), the base pair and stacking energy of the 2 adjacent base pairs, \( i,j \) and \( i+1,j-1 \). The terms \( l_s(L) \) and \( l_d(L) \) denote the number of single-stranded bases and base pairs in a loop, respectively. The size of a 1 or 2-loop is defined as \( l_s(L) \).

### Hairpin loops

Polymer theory predicts that the free energy increment, \( \delta \delta G \), of a hairpin loop should be

\[
\delta \delta G = 1.75 \times RT \times \ln(l_s),
\]

where \( T \) is absolute temperature and \( R \) is the universal gas constant (1.9872 cal/mol/K). The factor 1.75 would be 2 if the chain were not self-avoiding in space. This free energy is entirely entropic. In reality, we use tabulated values for \( \delta \delta G \) for \( l_s \) from 3 to 30. These values are based on measurements and interpolations of measurements, and are stored in a file named loop.dg, loop.dat or loop.TC, where TC is a temperature (integral) in °C. The suffix “dat” is used for free energies at 37 degrees and refers to version 3.0 of mfold, for which we have only these free energies. The suffixes “dg” and “dh” refer to free energies at 37 degrees and enthalpies, respectively. The enthalpies are assumed to be constant over the range of folding temperatures that are used. The “dg” and “dh” files are combined to produce free energies at any temperature. Thus loop.dg and loop.37 refer to the same file. The same suffix convention holds for other files defined below. Equation 5 is used to extrapolate beyond size 30. Thus, for \( l_s > 30 \),

\[
\delta \delta G = \delta \delta G_{30} + 1.75 \times RT \times \ln(l_s/30).
\]

Figure 12 shows the information stored in the loop file.

In addition, the effects of terminal mismatched pairs are taken into account for hairpin loops of size greater than 3. For loops of size 4 and greater closed by a base pair \( i,j \), an extra \( \delta \delta G \) is applied. This is referred to as the terminal mismatch free energy for hairpin loops. These parameters are stored in a file named...
Figure 13: On the left, a typical $4 \times 4$ table. The pairs WX and YZ are covalently linked. WZ is assumed to be the closing base pair of a hairpin loop, and XY is the mismatched pair. ‘X’ refers to row, and ‘Y’ to column, in order A, C, G and U. Thus ‘GU’ is the same as ‘34’ and is the mismatch free energy for a GU mismatch (X=G and Y=U). On the right is a sample table for W=C and Z=G.

<table>
<thead>
<tr>
<th>Seq</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGGGAC</td>
<td>-3.0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>CGAAGG</td>
<td>-2.5</td>
</tr>
<tr>
<td>CUACGG</td>
<td>-2.5</td>
</tr>
<tr>
<td>GUGAAC</td>
<td>-1.5</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>UGGAAA</td>
<td>-1.5</td>
</tr>
</tbody>
</table>

Figure 14: Sample “distinguished” tetraloops together with the free energy bonuses, in kcal/mole, attached to them. These entries include the closing base pair of the loop. Triloops are not shown since they are not currently in use for RNA folding.

tstackh.dg or tstackh.TC, as above. The data are arranged in $4 \times 4$ tables that each comprise 4 rows and columns. Figure 13 illustrates how the parameters are stored. Both the loop and tstackh files treat hairpin loops in a generic way, and assume no special structure for the bases in the loop. We know that this is not true in general. For example, the anti-codon loop of tRNA is certainly not unstructured. For certain small hairpin loops, special rules apply. Hairpin loops of size 3 are called triloops and those of size 4 are called tetraloops. Files of “distinguished” triloops and tetraloops have been created to store the free energy bonus assigned to those loops. These parameters are stored in files triloop.dg and tloop.dg, respectively (or triloop.TC and tloop.TC for a specific temperature, TC). Some typical entries are given in Figure 14.

Finally, there are some special hairpin loop rules derived from experiments that will be defined explicitly here. A hairpin loop closed by $r_i$ and $r_j$ ($i < j$) called a “GGG” loop if $r_{i-2} = r_{i-1} = r_i = G$ and $r_j = U$. Such a loop receives a free energy bonus that is stored in the miscloop.dg or miscloop.TC file, which contains a variety of miscellaneous, or extra free energy parameters. Another special case is the “poly-C” hairpin loop, where all the single stranded bases are C. If the loop has size 3, it is given a free energy penalty of $c_3$. Otherwise, the penalty is $c_2 + c_1 \times l_s$. The constants $c_1, c_2$ and $c_3$ are all stored in the miscloop file.
Figure 15: Sample free energies in kcal/mole for CG base pairs stacked over all possible base pairs, XY. X refers to row and Y refers to column, in the order A, C, G and U respectively. Entries denoted by an isolated period, ‘.’, are undefined, and may be considered as $+\infty$.

To summarize, we can write the free energy, $\delta\delta G_H$ of a hairpin loop as:

$$
\delta\delta G_H = \delta\delta G^1_H + \delta\delta G^2_H + \delta\delta G^3_H + \delta\delta G^4_H,
$$

where

1. $\delta\delta G^1_H$ is the size dependent contribution from the loop file, or from equation 6 for sizes $> 30$,
2. $\delta\delta G^2_H$ is the terminal mismatch stacking free energy, taken from the tstackh file ($0$ for hairpin loops of size 3),
3. $\delta\delta G^3_H$ is the bonus free energy for triloops or tetraloops listed in the TRIOLOOP or TLOOP files. This value is $0$ for loops not listed in the TRIOLOOP or TLOOP files and for loop sizes $> 4$,
4. $\delta\delta G^4_H$ is the bonus or penalty free energy for special cases not covered by the above.

Stacks, Bulges and Interior Loops

A 2-loop of size 0 is called a stacked pair. This refers to the stacking between the $i,j$ and immediately adjacent $i+1,j-1$ base pair contained in the loop. Free energies for these loops are stored in a file named stack.dg, or stack.TC, where TC is a temperature, as defined above. The layout is the same as for the tstackh file. A portion of such a file is given in Figure 15. A group of 2 or more consecutive base pairs is called a helix. The first and last are the closing base pairs of the helix. They may be written as $i,j$ and $i',j'$, where $i < i' < j' < j$. Then $i,j$ is called the external closing base pair and $i',j'$ is called the internal closing base pair. This nomenclature is used for circular RNA as well, even though it depends on the choice of origin.

Only Watson-Crick and wobble GU pairs are allowed as bona fide base pairs, even though the software is written to allow for any base pairs. The reason is that nearest neighbor rules break down for non-canonical, even GU base pairs, and that mismatches must instead be treated as small, symmetric interior loops. Note that the stacks

$$
5' \rightarrow 3' \\
CX \\
GY \\
3' \leftarrow 5'
$$

and

$$
5' \rightarrow 3' \\
WX \\
YZ \\
3' \leftarrow 5'
$$

are identical, and yet formally different for $W \neq Y$ and $X \neq Z$. These stacked pairs are stored twice in the
file, and the “mfold” software checks for symmetry. This is an example of built in redundancy as a check on precision.

A 2-loop, \( L \), of size \( > 0 \) is called a bulge loop if \( l_1^1(L) = 0 \) or \( l_2^2(L) = 0 \), and an interior loop if both \( l_1^1(L) > 0 \) and \( l_2^2(L) > 0 \).

Bulge loops up to size 30 are assigned free energies from the loop file (See Figure 12). For larger bulge loops, equation 6 is used. When a bulge loop has size 1, the stacking free energy for base pairs \( i,j \) and \( i_0,j_0 \) are used (from the stack file).

Interior loops have size \( \geq 2 \). If \( l_1^1(L) = l_2^2(L) \), the loop is called symmetric; otherwise, it is asymmetric, or lopsided. The asymmetry of an interior loop, \( a(L) \) is defined by:

\[
a(L) = |l_1^1(L) - l_2^2(L)|.
\]

(8)

The free energy, \( \delta \delta G_I \), of an interior loop is the sum of 4 components:

\[
\delta \delta G_I = \delta \delta G_I^1 + \delta \delta G_I^2 + \delta \delta G_I^3 + \delta \delta G_I^4.
\]

(9)

1. \( \delta \delta G_I^1 \) is the size dependent contribution from the loop file, or from equation 6 for sizes \( \geq 30 \).

2. \( \delta \delta G_I^2 \) and \( \delta \delta G_I^3 \) are terminal mismatch stacking free energies, taken from the tstacki file. The format of this file is identical to the format of the tstackh file. There are 2 terms because of the terminal stacking of both \( r_{i+1} \) and \( r_{j-1} \) on the \( i,j \) base pair, and of both \( r_{j-1}' \) and \( r_{j+1}' \) on the \( i',j' \) base pair. This may be visualized as

\[
\begin{align*}
5' - r_i & - r_{i+1} - 3' \quad \bullet \quad 5' - r_{j'} & - r_{j+1}' - 3' \\
3' - r_j & - r_{j-1} - 5' \quad \circ \quad 3' - r_{j'} & - r_{j-1}' - 5',
\end{align*}
\]

where \( \bullet \) denotes a base pair and \( \circ \) denotes a mismatched pair.

3. \( \delta \delta G_I^4 \) is the asymmetry penalty, and is a function of \( a(L) \) defined in equation 8. The penaltly is 0 for symmetric interior loops. The asymmetric penalty free energies come from the miscloop.dg or miscloop.TC file.

Equation 9 is now used only for loops of size \( \geq 4 \) or of asymmetry \( \geq 1 \). This means that special rules apply to \( 1 \times 1, 1 \times 2 \) and \( 2 \times 2 \) interior loops. Free energies for these symmetric and almost symmetric interior loops are stored in files sint2.dg, asint1x2.dg and sint4.dg, respectively. As above, the suffix TC is used in place of dg when explicit attention is paid to temperature. These files list all possible values of the single stranded bases, and all possible Watson-Crick and GU base pair closings. The sint2 file comprises a \( 6 \times 6 \) array of \( 4 \times 4 \) tables. There is a table for all possible \( 6 \times 6 \) closing base pairs. The free energy values for each choice of closing base pairs are arranged in \( 4 \times 4 \) tables. The term “closing base pairs” refers to the closing base pair of the loop and the contained base pair of the loop, as in the strict definition of a loop. An example of such a table is given in Figure 16.

The asint1x2 file comprises a \( 24 \) row by \( 6 \) column array of \( 4 \times 4 \) tables. There is a \( 4 \times 4 \) table for all possible \( 6 \times 6 \times 4 \) closing base pairs and choice of one of the single stranded bases. The free energy values for each choice of closing base pairs and a single stranded base are arranged in \( 4 \times 4 \) tables. An example of these tables is given in Figure 16.

Finally, the sint4 file contains \( 36 \ 16 \times 16 \) tables, 1 for each pair of closing base pairs. A \( 2 \times 2 \) interior loop can have \( 4^4 \) combinations of single stranded bases. If, for example, the loop is closed by a GC base pair and an AU base pair, we can write it as:

\[
\begin{align*}
5' & \quad \text{-------->} \quad 3' \\
G & \quad \text{\}/ \quad \text{\}/} \quad A \\
C & \quad \text{\}/ \quad \text{\}/} \quad U \\
3' & \quad \text{<--------} \quad 5',
\end{align*}
\]
Both the large ‘X’ and large ‘Y’ refer to an unmatchd pair of bases that are juxtaposed. They can each take on 16 different values, from ‘AA’, ‘AC’, ..., to ‘UU’, or 1 to 16, respectively. The number in row ‘X’ and column ‘Y’ of the table is the free energy of the 2 × 2 interior loop with the indicated single stranded bases. Figure 17 shows the full table for the CG and AU closing base pairs.

Some special rules apply to 2-loops. A stacked pair that occurs at the end of a helix has a different free energy than if it were in the middle of a helix. Because of the availability and precision of data, we distinguish between GC closing and non-GC closing base pairs. In particular, a penalty (terminal AU penalty) is assigned to each non-GC closing base pair in a helix. The value of this penalty is stored in the MISCLOOP file.

NON-GC CLOSING PENALTY

Because free energies are assigned to loops, and not to helices, there is no a priori way of knowing whether or not a stacked pair will be terminal or not. For this reason, the terminal AU penalty is built into the TSTACKH and TSTACKI tables. For bulge, multi-branch and exterior loops, the penalty is applied explicitly. In all of these cases, the penalty is formally assigned to the adjacent loop, although it really belongs to the helix.

HIGHLY ASYMMETRIC INTERIOR LOOPS

A “Grossly Asymmetric Interior Loop (GAIL)” is an interior loop that is 1 × n, where n > 2. The special “GAIL” rule that is used in this case substitutes AA mismatches next to both closing base pairs of the loop for use in assigning terminal stacking free energies from the TSTACKI file.

EXPEDIENT RULES FOR MULTI-LOOPS

Because so little is known about the effects of multi-branch loops on RNA stability, we assign free energies in a way that makes the computations easy. This is the justification for the use of an affine free energy penalty for multi-branch loops. The free energy, \( \delta \delta G(L) \), is given by:

\[
\delta \delta G(L) = a + b \times l_s(L) + c \times l_d(L) + \delta \delta G_{\text{stack}}, \tag{10}
\]

where \( a, b \) and \( c \) are constants that are stored in the misloop file and \( \delta \delta G_{\text{stack}} \) includes stacking interactions that will be explained below. This simple energy function allows the dynamic programming algorithm used by “mfold” to find optimal multi-branch loops in time proportional to \( n^3 \). It would take exponentially increasing time (with sequence length) to use a more appropriate energy function derived from Jacobson-Stockmeyer theory [4] that grows logarithmically with
Figure 17: Free energies for all $2 \times 2$ interior loops in RNA closed by a GC and a CG base pair. Values of ‘X’ or ‘Y’ that correspond to bases that could form Watson-Crick pairs have been removed for brevity.
Figure 18: Free energies for all possible single stranded bases that are adjacent to a CG base pair. ‘X’ refers to column. Note that the 3’ dangling free energies are larger in magnitude than the 5’ dangling free energies.

\( l_s(L) \). In the “efn2” program that recalculates folding free energies using more realistic rules (defined below), equation 10 is replaced by:

\[
\delta \delta G(L) = a + 6b + 1.75 \times RT \times \ln(l_s(L)/6) + c \times l_d(L) + \delta \delta G_{stack}.
\]

That is, the linear dependence on \( l_s \) changes to a logarithmic dependence for more than 6 single stranded bases in a multi-branch loop.

Single base stacking free energies, \( \delta \delta G_{stack} \) are computed for multi-branch and exterior loops. In the folding algorithm these are single strand stacking free energies, also known as dangling base free energies, because they are applied to single stranded bases adjacent to a base pair that is either in the loop, or closes the loop. This single stranded base may “dangle” from the 5’ or 3’ end of the base pair. These parameters are stored in a file named dangle.dg or dangle.TC, as above.

Figure 18 shows some single strand stacking free energies.

If \( i,j \) and \( j+2,k \) are 2 base pairs, then \( r_{j+1} \) can interact with both of them. In this case, the stacking is assigned to only 1 of the 2 base pairs, whichever has a lower free energy (usually the 3’ stack). If \( k,l \) is a base pair and both \( r_{k-1} \) and \( r_{l+1} \) are single stranded, then both the 5’ and 3’ stacking are permitted. The value of \( \delta \delta G_{stack} \) is then the sum of all the single base stacking free energies associated with the base pairs and closing base pair of the loop.

It has been evident for some time that to make the free energy rules more realistic for multi-branch and exterior loops, and to improve folding predictions, we would be compelled to take into account the stacking interactions between adjacent helices. Two helices, \( H_1 \) and \( H_2 \) in a multi-branch or exterior loop are adjacent if there are 2 base pairs \( i,j \) and \( j+1,k \), \( i,j \) and \( i+1,k \) or \( i,j \) and \( k,j-1 \) that close \( H_1 \) and \( H_2 \), respectively. The last 2 cases can only occur in a multi-branch loop. In addition, we define almost adjacent helices as 2 helices where the addition of a single base pair (usually non-canonical), results in an adjacent pair. The concept of adjacent helices is important, since they are often coaxial in 3 dimensions, with a stacking interaction between the adjacent closing base pairs. The concept of almost adjacent comes from tRNA where, in many cases, the addition of a GA base pair at the base of the anti-codon stem creates a helix that is adjacent to, and stacks on, the D-loop stem.

### Algorithms for loop dependent rules

#### No single base stacking and constant energy for multi-branch loops.

The first algorithm will assume that multi-branch loops all have constant energy, \( a \). In addition, single base stacking will be ignored. For \( i < j \), let \( W(i,j) \) be the minimum folding energy of all non-empty foldings on the sub-sequence \( r_i, \ldots, r_j \). To aid the algorithm, we must define an auxiliary quantity, \( V(i,j) \). This is the
minimum energy of all foldings on the sub-sequence \( r_i, \ldots, r_j \) that contain the base pair \( i,j \). For this model, it is crucial to note the obvious fact that \( \forall i,j \),

\[
W(i,j) \leq V(i,j).
\]

This notation is the same as that used by Zuker and Stiegler\(^5\) and by Zuker\(^3\)\(^6\). Sankoff et al.\(^1\) and Zuker and Sankoff\(^2\) use \( F \) and \( C \) in place of \( W \) and \( V \) respectively. Sankoff\(^1\) define the quantity \( F(i,j) \) over all possible foldings including the empty folding. Boundary conditions for \( W \) and \( V \) are \( W(i,j) = V(i,j) = +\infty \) if \( j-i < 4 \). Recursions for \( W \) and \( V \) are dependent on the nature of the energy rules for loops. Define \( eh(i,j) \) to be the energy of the hairpin loop closed by the base pair \( i,j \), \( es(i,j) \) the energy of the stacked pair \( i,j \) and \( i+1,j-1 \), and \( ebi(i,j,i',j') \) the energy of the bulge or interior loop closed by \( i,j \) with \( i',j' \) accessible from \( i,j \). In this case we can write, for \( 1 \leq i < j \leq n \):

\[
W(i,j) = \min \{ W(i+1,j), W(i,j-1), V(i,j), \min_{i<k<j} \{ W(i,k) + W(k+1,j) \} \} \tag{12}
\]

and

\[
V(i,j) = \min \{ eh(i,j), es(i,j) + V(i+1,j-1), \text{\( VBI(i,j) \)}, VM(i,j) \}, \tag{13}
\]

where

\[
VBI(i,j) = \min_{i<i'<j'} \{ ebi(i,j,i',j')+V(i',j') \} \tag{14}
\]

and

\[
VM(i,j) = \min_{i<k<j-1} \{ W(i+1,k)+W(k+1,j-1) \} + a. \tag{15}
\]

The minimum folding energy, \( E_{\min} \) is given by \( W(1,n) \). Note that there are \( O(n^2) \) pairs \( (i,j) \) satisfying \( 1 \leq i < j \leq n \). The computation of \( VM \) in\(^15\) takes \( O(n^3) \) steps. However, the computation of \( VBI(i,j) \) requires \( O(n^4) \) steps as written. The most practical way of reducing this search time to \( O(n^3) \) steps is to limit the maximum size of a bulge or interior loop to some fixed number, \( d \), usually taken to be 30. The search in equation \( \text{14} \) is now limited by \( 2 < i'-i+j-j'-2 \leq d \).

**Single base stacking and affine energies for multi-branch loops.**

I will introduce one further level of complexity for loop dependent rules. Let the multi-loop energy be of the form

\[
e(\text{multi-loop}) = a + b \times k' + c \times k
\]

for constants \( a, b \) and \( c \). This is equivalent to affine gap penalties for gaps in sequence alignment, and a cubic order algorithm remains possible.

Further, we now add single base stacking energies to the folding model. Let \( ed(i,j,k) \) be the single base stacking energy of the \( k^{th} \) base on the \( i,j \) base pair. The “d” stands for “dangle”, and \( k \) is adjacent to \( i,j \). If \( k = i+1 \) or \( j+1 \), we call this a 3'-dangling base. For \( k = i-1 \) or \( j-1 \), \( k \) is called a 5'-dangling base.
Single stranded bases adjacent to helices are assumed to stack if the stacking is favorable. For this reason, the algorithm assumes that all dangling energies are non-positive. When a single stranded base is adjacent to 2 helices, it is allowed to stack on 1 of them. Usually a 3' stack is more energetically favorable. The $W$ array now contains penalties for all “exterior” bases and base pairs for foldings on $r_1 \ldots r_j$. However, these penalties are only valid if these “exterior” bases end up enclosed in multi-branch loops. For this reason, we compute 2 other simple array, $W_5(i)$ and $W_3(j)$, where $W_5(i)$ is the best folding energy on $r_1 \ldots r_i$ without penalties on exterior base pairs and $W_3(j)$ is the equivalent on $r_j \ldots r_n$.

Equation (12) is replaced by
\[
W(i, j) = \min \begin{cases} 
  b + c + ed(i+1, j, i) + V(i+1, j), \\
  b + W(i+1, j), b + W(i, j-1), \\
  b + c + ed(i, j-1, j) + V(i, j-1), \\
  2b + c + ed(i+1, j, i) + ed(i, j-1, j) + V(i+1, j-1), V(i, j), WM(i, j) 
\end{cases}, 
\]
Equation (17) expands on (12) by considering single-base stacking. Of the 7 cases in (17), 3 are new:

1. Base $i$ stacks over the base pair $i+1,j$,
2. base $j$ stacks over the base pair $i,j-1$,
3. both $i$ and $j$ stack over the base pair $i+1,j-1$. This is allowed to happen even if $i,j$ can form a valid base pair.

The single base stacking rules are not used in interior and hairpin loops. In these cases, the mismatched pair adjacent to the closing helix or helices is considered as a terminal mismatch and is treated according to special rules that do not affect the algorithm.

Equation (15) for $VM(i, j)$ becomes complicated both by the addition of single base stacking and by the “affine” energy rules defined in equation (16).

\[
VM(i, j) = a + c + \min \{ VM_1(i, j), VM_2(i, j), VM_3(i, j), VM_4(i, j) \} ,
\]
where
\[
VM_1(i, j) = \min_{i < k < j-1} \{ W(i+1, k) + W(k+1, j-1) \},
VM_2(i, j) = b + \min_{i+1 < k < j-1} \{ ed(i, j, i+1) + W(i+2, k) + W(k+1, j-1) \},
VM_3(i, j) = b + \min_{i < k < j-2} \{ ed(i, j, j-1) + W(i+1, k) + W(k+1, j-2) \},
VM_4(i, j) = 2b + \min_{i+1 < k < j-2} \{ ed(i, j, i+1) + ed(i, j, j-1) + W(i+2, k) + W(k+1, j-2) \}.
\]
The usual order of the fill algorithm is to compute for $j$ increasing from 1 to $n$, and, for each $j$, for $i$ decreasing from $j$ to 1. In the computer, the values of each row of $W$ and $V$ are stored consecutively. Once the $n^{th}$ column has been filled, auxiliary dynamic programming algorithms are executed to compute $W_5$ and $W_3$. We set $W_5(0) = W_3(n+1) = 0$, and then

$$W_5(i) = \min\{W_5(i-1), W_5^1(i), W_5^2(i), W_5^3(i), W_5^4(i)\},$$

(21)

where

$$W_5^1(i) = \min_{0 \leq k < i} \{W_5(k) + V(k+1, i)\},$$

$$W_5^2(i) = \min_{0 \leq k < i} \{W_5(k) + ed(k+2, i, k+1) + V(k+2, i)\},$$

$$W_5^3(i) = \min_{0 \leq k < i} \{W_5(k) + ed(k+1, i-1, i) + V(k+1, i-1)\},$$

$$W_5^4(i) = \min_{0 \leq k < i} \{W_5(k) + ed(k+2, i-1, k+1) + ed(k+2, i-1, i) + V(k+2, i-1)\}.$$  

(22)

The recursion for $W_3$ is similar.

$$W_3(j) = \min\{W_3(j-1), W_3^1(j), W_3^2(j), W_3^3(j), W_3^4(j)\},$$

(23)

where

$$W_3^1(j) = \min_{j < k \leq n} \{V(j, k+1) + W_3(k)\},$$

$$W_3^2(j) = \min_{j < k \leq n} \{ed(j, k+2, k+1) + V(j, k+2) + W_3(k)\},$$

$$W_3^3(j) = \min_{j < k \leq n} \{ed(j-1, k+1, j) + V(j-1, k+1) + W_3(k)\},$$

$$W_3^4(j) = \min_{j < k \leq n} \{ed(j-1, k+2, k+1) + ed(j-1, k+2, j) + V(j-1, k+2) + W_3(k)\}.$$  

(24)

The overall minimum folding energy is $W_5(n) = W_3(1)$, not $W(1,n)$.
Included region. $V(i,j)$ is the minimum folding energy on the included fragment from $i$ to $j$.

Excluded region. $V(i,j)$ is the minimum folding energy on the excluded fragment from $j$ to $N+i$, that is, from $j$ through the origin and back to $i$. 

Figure 19: Fill region for the suboptimal algorithm.
Apparent Lack of Symmetry:

For any $i,j$ pair, $V(i,j)$ gives the best folding energy for the included region only.

Solution: "Circularize" the sequence.

The choice of origin is arbitrary. The excluded fragment by definition contains the origin.

Figure 20: The basic idea behind the suboptimal folding algorithm and an elegant way to compute partition functions. Circularize the sequence. This is equivalent to doubling the sequence and folding $modulo \ n$. 
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Suboptimal Algorithm

The suboptimal folding algorithm uses a trick that is identical in spirit to the “forward-backward” dynamic programming used in suboptimal sequence alignment [7,8]. In this case, the sequence is doubled, as illustrated in Figure 20.

That is, we perform the algorithms described above on $R' = r_1, r_2, r_3, \ldots, r_{2n}$, where $r_{n+i} = r_i$ for $1 \leq i \leq n$. This defines a large triangular region that is 4 times the size of the original region. The region where $j - i \geq n$ is not used. That is, the algorithm is not performed for $i$ and $j$ in this region. The region defined by $1 \leq i < j \leq n$, the original dynamic programming region, is called the included region, $I$. That is because $V(i, j)$ contains the energy of the best folding in the fragment included between the $i, j$ base pair. The region defined by $n + 1 \leq i < j \leq 2n$ is an exact copy of $I$, and is called $I'$. It is useful conceptually to be able to consider base pairs in this region. The region defined by $i \leq n$, $j > n$ and $j - i < n$ is called the excluded region, or $E$.

There is a 1:1 correspondence between $I$ and $E$. This mapping is given by $i, j \mapsto j, i + n$. The reverse mapping is $i, j \mapsto j, i + n$. If $i, j \in I$, then $j, i + n \in E$, and $V(j, n + i)$ is the energy of the best folding of the fragment excluded by the $i, j$ base pair. This is the best folding energy on the 2 fragments from $j$ to the 3' end ($n$) and from the 5' end ($n + i$) to $i$ ($n + i$), assuming that the RNA is circular. For circular RNA, the algorithm is exact. Otherwise, corrections have to be made because the ends are not spliced together. Figure 19 shows both the included and excluded regions.

Thus, when a loop contains $r_n$ and $r_{n+1}$, it becomes an exterior loop instead of a hairpin, stack, bulge, interior or multi-loop. For this reason, it is safe to give an energy of $+\infty$ to any hairpin, bulge or interior loop that contains an end of the sequence. When $1 \leq i \leq n < j \leq 2n$, one special case must be considered for the optimal multi-loop closed by $i, j$. In the equations for $VM_1(i, j)$ to $VM_4(i, j)$, (20), the summands on the right become:

\[
\begin{align*}
VM_1(i, j) &= W_3(i+1) + W_5(j-1), \\
VM_2(i, j) &= \text{ed}(i+2, j-i+1) + W_3(i+2) + W_5(j-1), \\
VM_3(i, j) &= \text{ed}(i+1, j-2, j+1) + W_3(i+1) + W_5(j-2), \\
VM_4(i, j) &= \text{ed}(i+2, j-i+1) + \text{ed}(i+1, j-2, j+1) + W_3(i+2) + W_5(j-2),
\end{align*}
\]

when $k = n$. Thus the algorithm considers the case that $i, j$ is an exterior base pair of the folding.

For any possible base pair $i, j$, the quantity $V_E(i, j) = V(i, j) + V(j, i + n)$ is the minimum folding energy of a folding constrained to contain the $i, j$ base pair. If $E_{min}$ is the minimum folding energy, and $\Delta E$ a (small) energy increment, then a quick scan of all the at most $\frac{n(n-1)}{2}$ base pairs quickly reveals which ones can be in foldings within $\Delta E$ from the minimum folding energy. These base pairs can be plotted in a single dot plot known as the energy dot plot. This is the superposition of all possible foldings within $\Delta E$ of the minimum folding energy. Figure 21 depicts the 9.5 kcal (i.e., $\Delta E = 9.5$ kcal/mole) “energy dot plot” for the cdk2 gene of Xenopus leavis (Bases 731-1193 of gb—U07979—XLU07979).

The energy increment is divided into 3 regions of roughly 3.1 kcal/mole. Base pairs in optimal foldings are plotted as black dots in the upper and lower triangular regions. Base pairs within 3.1 kcal/mole from optimal are plotted in red. Then the blue (3.2-6.2 kcal/mole) and finally the yellow (6.3-9.5 kcal/mole) are plotted. The clutter of base pairs in the region roughly defined by the purple triangle indicates the lack of a well defined folding in that region of the sequence (bases 50 to 210). In contrast, the long and stable stem loop region running from 249 to 391 is very well determined. The green lines in the dot plot mark the region where base pairs involving these base pairs can occur. Note that it is almost completely free of alternative base pairs to the stem loop structure in black.

Structures within $\Delta E$ of $E_{min}$ can be computed by selecting a base pair, $i, j$, from the energy dot plot and performing a double traceback. That is, a first traceback
Fold of Xlcdn2 at 37 C. Up 9.5 kcal from -190.4 kcal/mole

Figure 21: Illustration of clear and cluttered areas in an energy dot plot.
computes an optimal folding in the included fragment from \( r_i \) to \( r_j \) with energy \( V(i,j) \). The second traceback computes an optimal folding in the excluded fragment for \( r_j \) through the origin to \( r_{i+n} \). The 2 foldings are combined into a folding of the entire sequence. In practice, base pairs can be selected interactively or the program can select them automatically. In the latter case, all possible base pairs are sorted by \( V_E(i,j) \). A structure is computed using the first on the list. The next base pair selected is the first base pair that is not within a distance of \( d \) of a base pair that has occurred in a computed folding. The distance between 2 base pair \( i,j \) and \( i',j' \) is defined to be \( \max\{|i-i'|,|j-j'|\} \). Larger values of \( d \) ensure that fewer foldings are computed.

**The Equilibrium Partition Function**

Another attractive feature of RNA secondary structure modeling is that one can compute partition functions exactly. What is this?

**Counting foldings.**

The first step is to count foldings, and we’ll start in a simple way. Let \( T(n) \) be the number of foldings on a sequence of length \( n \), where any base may pair with any other base, and where hairpin loops need only contain a single base pair. Then \( T(1) = T(2) = 1 \) and we’ll define \( T(0) = 1 \) for convenience.

To compute \( T(n+1) \) for \( n \geq 2 \), we consider all cases for \( r_{n+1} \). Either it is unpaired, which may occur in \( T(n) \) ways, or it pairs with some base \( r_k+1, \) for \( 0 \leq k \leq n-2 \). For each of these cases, the foldings on \( r_1 \ldots r_k \) and \( r_k+1 \ldots r_{n+1} \) are independent because no pseudoknots are allowed. There are \( T(k)T(n-k-1) \) possibilities for each \( k \). The final result is that for \( n \geq 2 \),

\[
T(n+1) = T(n) + \sum_{k=0}^{n-2} T(n-k-1)T(k).
\]

Figure 22 illustrates this recursion by using different colors to represent the various cases. We can introduce a “generating function”, \( f \), for \( T \) by \( f(x) = \sum_{k=0}^{\infty} T(k)x^k \). The convolution sum in equation 26 suggests \( f^2 \), and by computing the series for \( f^2(x) \), one readily derives

\[
x^2 f^2(x) - (x^2 - x + 1)f(x) + 1 = 0.
\]

From this, \( f(x) \) can be readily computed, and standard asymptotic methods can be used to show that

\[
T(n) \sim \sqrt{\frac{15 + 7\sqrt{5}}{8\pi}} \frac{1}{n^{3/2}} \left(\frac{3 + \sqrt{5}}{2}\right)^n
\]

as \( n \to \infty \). Various generalizations are possible, such as the expected number of foldings of a random sequence where only valid base pairs are allowed.

If we count foldings so easily, then we can count foldings weighted by their energies. For teaching purposes, this will be developed here only for the simpler base pair dependent energy rules. As in the previous derivation for base pair dependent rules, let \( e(i,j) \) be the free energy assigned to the base pair \( i,j \).
Counting foldings. All pairs and sharp turns are allowed.

\[ T(n+1) = T(n) + \sum_{k=0}^{n-2} T(n-k-1) T(k) \]

where \( T(0) = T(1) = T(2) = 1 \).

Figure 22: The simplest formula for counting unknotted foldings.
Partition functions.

Definition.

The definition of the partition function is:

\[ Q = \sum_{S \in S} e^{-\frac{\Delta G_S}{RT}}. \] (29)

This is a weighted counting of all structures. Note that the lower the free energy, the higher the weighting. According to statistical mechanical theory, this Boltzmann weighting gives the probability density for every folding. That is, the probability of any particular folding, \( S \), is given by \( \exp(-\Delta G_S/RT)/Q \).

The number of secondary structures grows roughly as \( 1.8^n \), but the computation can be performed in reasonable time using a recursion similar to the original dynamic programming algorithm for computing an optimal folding. We need to introduce new terms.

Algorithm for base pair dependent rules.

Auxiliary Partition Functions:

- \( Q_{ij} \) : defined for \( r_i \ldots r_j \)
- \( Q'_{ij} \) : restricted, must contain \( r_i - r_j \) base pair

That is, we consider partition functions for every fragment of the original sequence. The \( Q' \)’s are required for loop dependent energy rules, but not for the simpler base pair energy rules. Simple recursions exist for base pair dependent energy rules.

\[
Q_{ij} = \begin{cases} 
1, & \text{for } j - i < 4, \\
& \text{otherwise} \\
Q_{i+1,j} + \sum_{k=i+4}^{j} \exp\left(-\frac{e(i,k)}{RT}\right)Q'_{i+1,k-1}Q_{k+1,j}, 
\end{cases}
\] (30)

where \( Q_{j+1,j} \) is defined to be 1 for convenience.

This algorithm is illustrated in Figure 23.

When the recursion is finished, we know the probability, \( P \), of any structure \( S \). That is:

\[
Pr(S) = \frac{e^{-\frac{E(S)}{RT}}}{\sum_{S \in S} e^{-\frac{\Delta G_S}{RT}}} \] (31)
Partition function – base pair dependent rules

\[ Q_{ij} = Q_{i+1,j} + \sum_{k=i+4}^{j} \exp(-e(i,k)/RT) \quad Q_{i+1,k-1} \quad Q_{k+1,j} \]

Cases:
1. i is unpaired
2. i pairs with a base k, where \( Q_{j+1,j} = 1 \)

Figure 23: This figure illustrates the recursion step for computing the partition function for base pair energy rules. For each summand, the contribution is broken into 3 components, as shown by the colors.
In fact, the algorithm is run on the **doubled sequence**! That is, we extend \( r_1, r_2, r_3, \ldots, r_n \) up to \( r_{2n} \), where \( r_i = r_{n+i} \). We only compute the recursions for \( j - i \leq n \).

When \( 1 \leq i < j \leq n \), \( Q'_{ij} \) is the partition function for the **included fragment** from \( i \) to \( j \). Then \( Q'_{j,i+n} \) is the partition function for the excluded fragment from \( j \) through the origin and back to \( i \). Thus the probability of observing the base pair \( i,j \) is given by:

\[
\Pr(r_i - r_j) = \frac{Q'_{ij} Q'_{j,i+n}}{e^{-\alpha_{ij}/RT} Q_{1,n}}.
\]

(32)

The exponential term in the denominator corrects for the fact that both \( Q'_{ij} \) and \( Q'_{j,i+n} \) count the energy contribution of the base pair \( i,j \).

Because of these recursions, which generalize to loop dependent energy rules, it is possible to compute a mathematically rigorous solution where almost all energy states are taken into account. For the base pair dependent model above, all energy states are considered. For loop dependent energy rules, structures with very large interior loops are ignored.

Partition function computations for loop dependent energy rules were first described by McCaskill [9]. A suite of programs, known as the “Vienna package” [10], has been developed around these ideas.

**Heat Capacity and Melting**

The heat capacity, \( C_p \), can be derived from the partition function directly without examining a representative class of foldings. The formulae presented below are general. They work for any partition function calculations versus temperature. The effective Gibbs free energy of the ensemble, \( G \), is given by:

\[
G = -RT \ln Q.
\]

(33)

The enthalpy, \( H \), is given by:

\[
H = kT^2 \frac{\partial \ln Q}{\partial T} = G - T \frac{\partial G}{\partial T}.
\]

(34)

From this, we derive:

\[
C = \frac{dH}{dT} = -T \frac{\partial^2 G}{\partial T^2}.
\]

(35)

One still has to compute \( Q \) for varying temperatures over the desired range. To compute \( C \) at some temperature \( T_i \), the Vienna group fits a least squares parabola to \( G \) at \( 2m + 1 \) points:

\( T_{i-m}, T_{i-m+1}, \ldots, T_i, T_{i+1}, \ldots, T_{i+m} \).

The second derivative of this polynomial is the estimate used for the second partial derivative of \( G \) with respect to temperature at \( T_i \).

**EXAMPLE:** The **RNAheat** program from the Vienna package was used to compute the heat capacity curve for the 5S rRNA of *R. rattus*. Note, in Figure 24, the many transitions that take place during melting. These indicate conformational changes as the molecule is heated.
Figure 24: Heat capacity curve for *R. rattus* 5S rRNA. Temperature is in °C and heat capacity is in kcal/mole/°K.
Sample foldings

This section illustrates the appearance of “mfold” PostScript output files, including both the “energy dot plot” and structures. A “Vienna boxplot” is also shown. There are some results that consider the reliability and accuracy of foldings.

Simple Cases

Example 1

The “energy dot plot” is an integral part of the folding prediction. Consider the folding of a short RNA sequence:

ACCCCUCCU UCUUGAUC AAGGGCUCA A,

using default parameters, except for setting ‘W’=2. \( \Delta G = -9.7 \text{ kcal/mole at } 37^\circ \), so \( \Delta \Delta G = 1.0 \) rather than 5% of \( \Delta G \). A single, optimal folding is computed. A glance of the “energy dot plot”, shown in Figure 25 reveals the optimal folding in black dots (symbols), but another set of yellow dots, indicating base pairs in at least 1 other suboptimal folding. The value of ‘W’ is too large for this other folding to be predicted, but a glance at the dot plot shows that something else is there. When the sequence is refolded with the default value of ‘W’=1, a second, totally different folding is predicted. Figure 27 displays these foldings with individual bases drawn.

Example 2

Important alternative foldings might not appear in the “energy dot plot” if \( \Delta \Delta G \) is too small. This is especially true in the folding of short sequences. When the short sequence:

AAGGGGUUGG UCUCUGAC UAGCGGCUU GGAUUCC,

is folded, also with default parameters, a single optimal folding is computed. However, the “energy dot plot” contains only the optimal, black dots from Figure 28 Changing the window size would not reveal anything new. When the value of P is increased to 25 (25%), the “energy dot plot” now reveals a very distinct alternate folding as shown in Figure 28 The “mfold” program now computes 2 foldings, plotted in Figure 29 using the default value of W.

Some real examples, good and bad.

The Potato Spindle Tuber Virus

The Potato Spindle Tuber Virus is a small circular RNA virus (viroid) that infects potatoes. It contains 359 base pairs. In these examples, it has been folded as linear RNA, so that the “Vienna package” could also be used. We used the KF440-2 isolate with GenBank accession number X58388. The locus is PTTVTD440. We call the sequence PSTVD (or PSTVd).
Figure 25: The “energy dot plot” for the “Example 1” sequence. Surrounding annotation, which would not be legible at this scale, has been removed. The yellow dots indicate base pairs in foldings within 0.6 kcal/mole of the optimal folding free energy of -9.7 kcal/mole.
Figure 26: The probability dot plot for the “Example 1” sequence. The probabilities of base pairs are proportional to the area of the black “dots” (squares).
Figure 27: The 2 predicted foldings for the “Example 1” sequence. (Left) The optimal folding with $\Delta G = -9.7$ kcal/mole. (Right) The suboptimal fold ($\Delta G = -9.1$ kcal/mole) found after refolding with ‘W’=0.
Figure 28: The “energy dot plot” for “Example 2” sequence with ΔΔG increased to 25% of 10.1, or 2.5 kcal/mole. The value of ΔΔG in the plot may be less than this maximum value, since there may be no base pairs in foldings that are exactly ΔΔG from the minimum free energy. The 2 green dots represent base pairs that can be in foldings with ΔG between -9.4 and -8.6 kcal/mole. These numbers are -8.6 and -7.6 for the yellow dots. In this case, the black dots comprise the optimal folding, and the yellow dots comprise the single suboptimal folding that is computed. The green dots would only be found in a folding if the value of W were lowered sufficiently.
Figure 29: The 2 predicted foldings for the “Example 2” sequence. (Left) The optimal folding with $\Delta G = -10.1$ kcal/mole. (Right) The suboptimal fold ($\Delta G = -7.8$ kcal/mole) found after refolding with ‘P’=25.
Figure 30: The “energy dotplot” for PSTVd at 37° C. Note the strong tendency to fold into a rod-like structure with few alternatives.
Figure 31: Optimal folding of PSTVd into the correct rod-like structure. $\Delta G = -139.9$ kcal/mole.
Figure 32: A suboptimal folding of PSTVd showing a slight rod separation to form a local cruciform structure. $\Delta G = -136.2$ kcal/mole, which is a large increment from the minimum free energy folding.
Figure 33: A suboptimal folding of PSTVd showing rod separation at one end. $\Delta G = -135.8$ kcal/mole.
Figure 34: A suboptimal folding of PSTVd showing rod separation at the opposite end of the structure compared for Figure 33 $\Delta G = -134.5$ kcal/mole.
Figure 35: A final suboptimal folding of PSTVd showing a more substantial strand separation and cruciform formation in the middle of the rod. Compare with Figure 32 $\Delta G = -133.2$ kcal/mole.
This virus is a “good” one in terms of RNA folding prediction. Not only is the minimum energy folding overwhelmingly correct, but the dot plot show little propensity to form suboptimal foldings close to the minimum free energy.

At 75°C, the rod-like structure has fallen apart. See Figures 36 and 37.

Figures 38 and 39 show base pair probabilities by computing partition functions. The Vienna package was used, together with “mfold” software to display the “boxplot” (which I call a “probability dot plot”).

**E. coli 16S rRNA.**

Small subunit rRNA (SSU rRNA) is poorly predicted by energy minimizing algorithms. Some Archaea SSU rRNAs are rather well predicted, but many others are not. Eukaryotic SSU rRNA is quite poorly predicted. The worst examples are from mitochondrial rRNA (mt RNA). Figures 40 and 41 show the energy dot plot for *E. coli* 16S rRNA. The second representation shows the same dotplot, using shades of grey instead of different colors to represent base pairs in suboptimal foldings. Overlayed on this plot are the base pairs in the correct folding. The color code is described in the caption of Figure 41.

**Folding E. coli and Zea Mays chloroplast 16S rRNA together.**

The uncertainties of minimum energy folding can sometimes be mitigated by folding a sequence using energy minimization, but allowing only those base pairs that can also exist in corresponding positions in “homologous” RNAs. An example of this is to refold *E. coli* 16S rRNA while allowing only those base pairs that also exist in *Zea Mays* chloroplast 16S rRNA. One of the great difficulties of using such methods is that “corresponding positions” are defined by a sequence alignment (multiple alignment), and it is not clear *a priori* which alignment is correct. I used a “default” alignment giving scores of 1s and 0s to matches and mismatches (respectively) and a simple gap penalty of 5. Figures 42 and 43 illustrate the dramatics improvement when a single sequence is added to “constrain” the folding.

*Thermococcus celer*, a “well behaved” Archaeon

Some 16S rRNAs fold well on their own. A good example is *T. celer* 16S rRNA. The optimal computed folding contains 326 out of 462 phylogenetically determined base pairs (71%). This rises to 352 (76%) when near misses are included. See Figure 44.

**Annotation of Foldings**

The information in the “energy dot plot” or probability dot plot (boxplot) can be used to annotate individual foldings to indicated the “well-definedness” of the base pairs and or bases.

For the “energy dot plot”, some crude statistics are used. For a given free energy increment, $P_{-\text{num}}(i)$ is defined to be the total number of dots (base pairs)
Fold of ptvtvd440 at 75° C.

-29.1 < energy <= -28.6 kcal/mole
-28.6 < energy <= -28.1 kcal/mole
-28.1 < energy <= -27.6 kcal/mole

Figure 36: The “energy dotplot” for PSTVd at 75° C. Note how the rod-like structure has disintegrated into a number of local stem-loop structures.
Figure 37: The optimal folding of PSTVD at 75°C. $\Delta G = -29.1$ kcal/mole.
Figure 38: The “probability dotplot” for PSTVd at 37°C. Note the similarity to the “energy dot plot”. The probability cutoff is 0.001
Figure 39: The “probability dotplot” for PSTVd at 75° C. The rod base pairs still show, but at low probabilities. Many more base pairs appear, mostly with low probabilities.
Fold of *E. coli* 16S rRNA at 37°C.

ΔG in Plot File = 12.0 kcal/mole

Figure 40: The energy dot plot for *E. coli* 16S rRNA. Although only 240 out of 477 base pairs are predicted in the optimal folding (50%), a cautious user cannot complain that the results are misleading. The enormous clutter in the dot plot shows that energy minimization is insufficient for folding prediction in this RNA.
Figure 41: The “overlay” energy dot plot for *E. coli* 16S rRNA. The suboptimal base pairs are indicated in shades of gray. The correct secondary structure is overlayed on this dot plot. Green dots indicate correct base pairs that are in an optimal folding. The 55 yellow dots indicate “near misses”. These correct base pairs are in foldings only 1.2 kcal/mole higher than the minimum. The red dots indicate the (other) correct base pairs that were not predicted.
Fold of E.coli with Z.mays chloroplast at 37° C.

$\Delta G$ in Plot File = 12.0 kcal/mole

Optimal energy = -512.3 kcal/mole

-512.3 < energy <= -508.3  kcal/mole
-508.3 < energy <= -504.3  kcal/mole
-504.3 < energy <= -500.3  kcal/mole

Figure 42: The energy dot plot for *E. coli* 16S rRNA folded together with *Zea mays* chloroplast 16S rRNA. Note how much less cluttered this dot plot is, compared to folding *E. coli* 16S rRNA alone (Figure 40). This suggests that the folding prediction might be better (more accurate).
Figure 43: The “overlay” energy dot plot for *E. coli* 16S rRNA folded together with *Zea mays* chloroplast 16S rRNA. The optimal folding now has 324 out of the 477 base pairs in the correct secondary structure (68%). Adding the 39 “near misses” bring this total to 363 (76%).
Figure 44: The “overlay” energy dot plot for *Thermococcus celer* 16S rRNA. Note the relative lack of clutter and the better outcome when this SSU rRNA is folded using energy rules alone.
in the \(i^{th}\) row and column of the “energy dot plot”. A value of 0 indicates that the \(i^{th}\) base must be single stranded in all foldings within the given free energy increment. A value of 1 indicates that the \(i^{th}\) base must be paired to a single partner in all foldings within the given free energy increment. A value of 1. Bases with (relatively) high \(P-\num\) values are said to be “poorly defined” in terms of secondary structure. They can pair with many other bases in allowable structures.

The probability dot plot gives precise information based on a statistical mechanical model. Each base pair can be labeled by it’s probability, and each base can be labeled by the probability that it is paired. These \(P-\num\) values or probability values can be used to annotated individual foldings by using different. The “rainbow” colors red through violet indicate “good” through “bad”. For \(P-\num\), this translates into low (well-defined) to high (poorly defined). For probabilities, base pairs with high probability values are colored in the red range, while those with low probabilities are colored in violet. Single stranded bases are colored according to their probability of being single-stranded. The coloring schemes are shown in Figure 45.

**RNA Folding by Comparative Sequence Analysis**

One of the guiding principles in molecular biology is that structure is much more conserved than sequence. In proteins, 2 serine proteases, for example, can drift so far apart over time that sequence alignment is impossible. Nevertheless, greater than 50% structural similarity can remain. In RNA, the same principle is true. The implications for secondary structure are that secondary structure is conserved even though sequence drift occurs. Thus when 1 base of a pair changes, we usually find that its partner also changes so as to conserve that base pair. This phenomenon is called a *compensatory base change*. How can we detect them?

Suppose that we have an alignment of a group of homologous RNAs and that we are quite sure of the alignment. This is often possible by taking, for example, a group of tRNAs or 5S RNA’s that are the same length. Formally, we are given a multiple alignment of \(m\) RNA sequences:

\[
\begin{align*}
R_1 &= r_1(1), r_1(2), r_1(3), \ldots, r_1(n), \\
R_2 &= r_2(1), r_2(2), r_2(3), \ldots, r_2(n), \\
R_3 &= r_3(1), r_3(2), r_3(3), \ldots, r_3(n), \\
&\vdots \\
R_m &= r_m(1), r_m(2), r_m(3), \ldots, r_m(n).
\end{align*}
\] (36)

They are all the same length because they have already been aligned and some of the characters may be gaps (“-”). Suppose that base pairs \(r_k(i) - r_k(j)\) can form in sequence \(k\) for all \(m\) sequences. In particular, this means that there are no gaps in columns \(i\) or \(j\). This is not necessarily evidence for a conserved base pair.

What is needed is extra evidence in the form of compensatory base changes. Suppose that there are \(n_1\) G-C, \(n_2\) C-G, \(n_3\) A-U and \(n_4\) U-A base pairs between the 2 columns. Then the minimum number of compensatory changes that must have occurred during evolution is given by 1 less than the number of the \(n_1\)'s that are not 0. This sort of evidence becomes more convincing when all the consecutive base pairs in a helix are conserved and have 1 or 2 compensatory base changes. To some, this is sufficient evidence for base pairing. The actual number of compensatory base changes can be much larger than the minimum. If the evolutionary past can be reconstructed, then it is observed that compensatory base changes occur over and over again during evolution.

More quantitative measures of the interdependence between pairs of columns. We can map A, C, G and U to the numbers 1, 2, 3 and 4, respectively. We can let \(e_i\) be the sample mean of the \(i^{th}\) column. Then assuming independence of the columns, we would expect the covariance between distinct columns, \(i\) and \(j\), to be 61.
Figure 45: The coloring schemes for \( P − num \) and probability annotation. \( P − num \) values are normalized so that the highest value for a certain free energy increment is 100%. Forty different colors are used. Our software can easily use other color tables.
Figure 46: The optimal folding of the *Xenopus Laevus* sequence whose “energy dot plot” was shown in Figure 21. The annotation uses $P_{num}$ values at a free energy increment of 11.1 kcal/mole.
Figure 47: A proposed folding of the “central hairpin” of coliphage Qβ using probability annotation.
Figure 48: A alternative folding of the “central hairpin” of coliphage Qβ using probability annotation. Note the low probabilities for some of the different base pairs in the base of this folding.
0. The covariance, is given by:

\[ \text{cov}(i, j) = \sum_{h=1}^{m} (r_h(i) - e_i)(r_h(j) - e_j), \]  

(37)

where \( e_i = \frac{1}{m} \sum_{h=1}^{m} r_h(i). \)

The method that is actually used today is the mutual information content of 2 columns. For a single column, \( i \), let \( f_i(N) \) be the frequency in the \( i^\text{th} \) column of the nucleic acid, \( N \), where \( N \in \{A, C, G, U\} \). Looking at another column, \( j \), let \( f_{i,j}(N_1, N_2) \) be the joint frequency of the 2 nucleotides, \( N_1 \) from the \( i^\text{th} \) column and \( N_2 \) from the \( j^\text{th} \) column. On the hypothesis that any 2 columns are independent, we would expect \( f_{i,j}(N_1, N_2) \) to be roughly \( f_{i}(N_1)\, f_{j}(N_2) \). Thus we would expect \( \log \frac{f_{i,j}(N_1, N_2)}{f_{i}(N_1)\, f_{j}(N_2)} \) to be roughly 0. This leads to the definition of mutual information content, \( H(i, j) \) between 2 different columns, \( i \) and \( j \):

\[ H(i, j) = \sum_{N_1,N_2 \in \{A,C,G,U\}} f_{i,j}(N_1, N_2) \log_2 \frac{f_{i,j}(N_1, N_2)}{f_{i}(N_1)\, f_{j}(N_2)}. \]  

(38)

COMMENT

The logarithm is taken to the base 2 so that the answer is in bits. When columns \( i \) and \( j \) covary perfectly, one might expect

\[ f_{i,j}(N_1, N_2) = f_{i}(N_1) = f_{j}(N_2) \]  

(39)

for all pairs of nucleotides. This quantity would be 0 when \( N_1 \) and \( N_2 \) cannot pair. Thus we expect a maximum value of 2 bits when there is perfect correlation and 0 for complete randomness.

Examples

Figure 49 shows the alignment of 20 5S rRNA sequences. They were deliberately chosen to have length 120, so that the alignment would be trivial and not in doubt. Figure 50 illustrates the limited amount of information on secondary structure that can be deduced from just 20 sequences. Using an alignment of the entire Eukaryote 5S rRNA database with gaps (Figure 51) gives a mutual information dot plot where the noise (low MI with many isolated base pairs) has been eliminated and the signal amplified. Figure 53 illustrates the consensus folding models for Prokaryote and Eukaryote 5S rRNA.

In 1990, Winker et al. \[11\] reported a method that finds conserved base pairs through covariance analysis. This includes adjustment of alignments. Chan et al. \[12\] have a program that will find conserved helices in pre-aligned sequences. A certain number of compensatory changes are required per helix. The method of Han and Kim \[13\] starts with pre-aligned sequences and predicts common foldings compatible with the covariation evidence.
Figure 49: A trivial alignment of 20 5S rRNA sequences chosen for their common length.
Figure 50: Mutual information plot for the 20 5S rRNA sequences from Figure 49.
Figure 51: The complete alignment of 316 known Eukaryotic 5S rRNA sequences.
Figure 52: Mutual information plot for the 316 5S rRNA sequences from Figure 51.
Figure 53: Consensus folding models for 5S rRNA.
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